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Abstract

In commercial photography the requirement of skin processing is strict, because it1

not only requires skin smoothness, but also requires skin texture, which makes it2

hard to process the skin by a simple approach. Existing skin processing algorithm3

utilizes low-pass filter to conduct skin smoothing, and existing skin processing4

software applies the algorithm that behaves like a low-pass filter to conduct skin5

smoothing. However, in both circumstances, the skin loses its texture. Therefore,6

applying merely the low-pass filter to the skin fails to accomplish the requirement.7

My method utilizes High/Low Frequency Skin Processing to process both the8

low frequency component and the high frequency component. The low frequency9

component is smoothed while the high frequency component is enhanced. The10

processed low and high frequency components are combined together as the fi-11

nal result. The experiment result shows that the proposed method is capable of12

accomplishing the skin processing requirement for commercial photography.13

1 Introduction14

Nowadays the skin processing software is widely used to beautify the skin appearance of portrait15

images. The skin processing software provides users with an efficient and user-friendly way to16

beautify the image for social media sharing.17

18

In commercial photography, ordinary skin beautification does not satisfy the requirement,19

where both skin smoothness and skin texture are expected. Although the processed image of the20

software appears smoother, the skin texture is usually lost. It is because the algorithm behaves like a21

low-pass filter in the frequency domain, eliminating the high frequency component that represents the22

skin texture in the spatial domain. Therefore, the image processed by the rudimental skin processing23

function of the software is not satisfactory. Accordingly, a more advanced algorithm is required for24

commercial photography.25

26

In this paper, I propose the High/Low Frequency Skin Processing algorithm. The algo-27

rithm consists of four key steps. Firstly, the original image is transformed into the frequency domain28

and the low frequency component and high frequency component are separated. Secondly the low29

frequency component is smoothed using the low-pass filter in the frequency domain. Thirdly the high30

frequency component is enhanced using the high-pass filter in the frequency domain. Finally, the31

processed low frequency component and the processed high frequency component are transformed32

into the spatial domain and combined as the ultimate processed image.33

34

As the face beautification software applies a sophisticated algorithm that detects and ex-35

cludes the non-skin area, the result generated by the software looks more natural compared with the36

result generated by the low-pass filter. To improve the drawback of the face beautification software, I37

add the processed high frequency component of the original image to the image processed by the38

software. The result appears more natural than the proposed High/Low Frequency Skin Processing39

algorithm.40



1.1 Related Work41

Filtering in the frequency domain is a classic method to process the image, including transforming the42

image from the spatial domain to the frequency domain by the 2-D discrete Fourier transform[2, 4, 6],43

image smoothing using frequency domain filters[3, 4, 9], image sharpening using frequency domain44

filters[3, 4, 9], and transforming the image from the frequency domain to the spatial domain by45

the 2-D discrete inverse Fourier transform[4, 6]. However, applying a single classic method may46

not generate satisfactory result as the commercial photography expected. The low-pass filter in the47

frequency domain may generates an over smoothed result, and the high-pass filter in the frequency48

domain may generates an over sharpened result.49

In commercial photography, professional photographers apply frequency separation to process the50

image. The low-frequency component represents tone and color and the high frequency component51

represents the texture and hair[1, 4, 5, 10]. They apply the technique of separating the image into52

typically two layers and process them independently[1, 5, 7, 8]. However, it is only a general idea53

and the algorithm is not specific and unique. The actual algorithm may vary according to different54

implementations.55

2 The Proposed Algorithm56

2.1 Frequency domain decomposition57

Firstly, the input image is padded to prepare it for Fourier transform operations, which is denoted58

by P = 2M,Q = 2N , where M , N denotes the height and width of the original image, and P , Q59

denotes the height and width of the padded image. Secondly, for each color channel, its Fourier60

transform is computed, according to the following equation:61

F (u, v) =

M−1∑
x=0

N−1∑
y=0

f(x, y)e−j2π(ux/M+vy/N) (1)

62

and the zero frequency component is shifted to the center. Thirdly, a Gaussian Lowpass Filter63

and a Gaussian Highpass Filter are applied to each color channel’s frequency domain to obtain64

low-frequency component and high-frequency component, according to the following equation:65

H(u, v) = e−D2(u,v)/2D2
0 (2)

66

67

H(u, v) = 1− e−D2(u,v)/2D2
0 (3)

68

where is D0 the cutoff frequency, and69

70

D(u, v) =
[
(u− P/2)2 + (v −Q/2)2

]1/2
(4)

2.2 Low-frequency component processing71

For each color channel, apply a Gaussian Lowpass Filter with Equation (2). Inverse Fourier Transform72

is applied to obtain the component in the spatial domain73

f(x, y) =
1

MN

M−1∑
u=0

N−1∑
v=0

F (u, v)ej2π(ux/M+vy/N) (5)

2.3 High-frequency component processing74

2.3.1 Gaussian Highpass Filters75

For each color channel, apply a Gaussian Highpass Filter with Equation (3). Inverse Fourier Transform76

is applied to obtain the component in the spatial domain with Equation (5).77
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2.3.2 The Laplacian in the Frequency Domain78

For each color channel, apply the Laplacian79

H(u, v) = −4π2
[
(u− P/2)2 + (v −Q/2)2

]
(6)

= −4π2D2(u, v) (7)

Then, the Laplacian image is obtained as:80

∇2f(x, y) = F−1 {H(u, v)F (u, v)} (8)

Enhancement is achieved using the equation:81

g(x, y) = f(x, y) + c∇2f(x, y) (9)

2.3.3 Intersection of the Gaussian Highpass Filter and the Laplacian82

The intersection of the processed high-frequency component in the spatial domain, denoted by83

g1(x, y), and the Laplacian in the spatial domain, denoted by g2(x, y), is computed using the84

equation:85

g(x, y) = min{g1(x, y), g2(x, y)} (10)

2.4 Composition of processed results86

Using the equation:87

g(x, y) = g1(x, y) + g2(x, y) (11)
the processed low-frequency component, denoted by g1(x, y), and the processed high-frequency88

component, denoted by g2(x, y), are merged into one image, denoted by g(x, y). The final image is89

denoted by result1.90

91

The processed low-frequency component, denoted by g1(x, y), and the intersection of the92

processed high-frequency component and the Laplacian, denoted by g2(x, y), are merged into one93

image, denoted by g(x, y). The final image is denoted by result2.94

95

The image processed by Meitu, denoted by g1(x, y), and the processed high-frequency96

component, denoted by g2(x, y), are merged into one image, denoted by g(x, y). The final image is97

denoted by result3.98

99

100

3 Experiments101

3.1 Evaluation Dataset102

The evaluation dataset contains portrait images of different skin. The images are collected on the103

Internet from https://www.freepik.com, and they are the portrait photography close-up images. Shot104

by the professional camera, the original images have clear skin texture. For run-time efficiency, all105

the images are resized to a smaller resolution with width 800 pixels. The height of the resized image106

varies according to the height-and-width ratio. A 4:5 image has height 1000 pixels, and a 2:3 image107

has height 1200 pixels.108

3.2 Evaluation Metric109

PSNR(Peak signal-to-noise ratio) and SSIM(Structural Similarity) are computed to evaluate the110

processed image quality compared to the original image.111

3.3 Implementation Details112

To explore which value of D0 has better effect in section 2.1, different D0 are investigated, as is113

shown in Figure 1. (a) original image. (b) D0 = 20. (c) D0 = 60. (d) D0 = 100. D0 = 50 in both114
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section 2.2 and section 2.3. PSNR and SSIM are measured, as is shown in Table 1. It can be seen that115

the processed image with D0 = 60 in section 2.1 perceives the best among the three and obtains the116

best PSNR and SSIM. To explore which value of D0 has better effect in section 2.2 and section 2.3,117

different D0 are investigated, as is shown in Figure 2. (a) original image. (b) D0 = 10. (c) D0 = 50.118

(d) D0 = 90. D0 = 60 in section 2.1. PSNR and SSIM are measured, as is shown in Table 2. It can119

be seen that the image with D0 = 50 in section 2.2 and section 2.3 perceives the best and has good120

PSNR and SSIM. Therefore, D0 = 60 in section 2.1 and D0 = 50 in section 2.2 and section 2.3 are121

chosen to process different images.122

In section 2.3.2, c = −1.123

For result3, in section 2.1 D0 = 200 because I intend to decrease the area that does not belong to124

skin texture. In section 2.3, D0 = 90 because I intend to make the skin texture finer.125

(a) (b) (c) (d)

Figure 1: Comparison between the results with different D0 in section 2.1

Table 1: Comparison between the results with different D0 in section 2.1
Comparison pairs

original image processed image PSNR SSIM

D0 = 20 in section 2.1, D0 = 50 in both section 2.2 and section 2.3 26.8257 0.9749
D0 = 60 in section 2.1, D0 = 50 in both section 2.2 and section 2.3 31.7759 0.9881
D0 = 100 in section 2.1, D0 = 50 in both section 2.2 and section 2.3 31.4275 0.9872

(a) (b) (c) (d)

Figure 2: Comparison between the results with different D0 in section 2.2 and section 2.3

3.4 Comparison between the original image and the processed image126

The comparison between the original image and the processed image is shown in Figure 3. (a) original127

image. (b) image processed with only low-pass filter. (c) image processed with only high-pass filter.128

(d) image directly processed by Meitu. The PSNR and SSIM between the original image and the129
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Table 2: Comparison between the results with different D0 in section 2.2 and section 2.3
Comparison pairs

original image processed image PSNR SSIM

D0 = 60 in section 2.1, D0 = 10 in both section 2.2 and section 2.3 21.9124 0.9474
D0 = 60 in section 2.1, D0 = 50 in both section 2.2 and section 2.3 31.7759 0.9881
D0 = 60 in section 2.1, D0 = 90 in both section 2.2 and section 2.3 32.5404 0.9892

processed image is shown in Table 3. Due to the limitation of pages, only the first image is displayed130

for this part.131

The comparison between the original image and the processed image is shown in Figure 4, Figure 5,132

and Figure 6. (a) original image. (b) result1. (c) result2. (d) result3. The PSNR and SSIM between133

the original image and the processed image is shown in Table 4, Table 5, and Table 6.134

(a) (b) (c) (d)

Figure 3: Comparison between the results of the first input image

Table 3: Comparison between the results of the first input image
Comparison pairs

original image processed image PSNR SSIM

result1 31.5404 0.9824
result2 30.3018 0.9796
result3 34.2340 0.9925

(a) (b) (c) (d)

Figure 4: Comparison between the results of the first input image
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Table 4: Comparison between the results of the first input image
Comparison pairs

original image processed image PSNR SSIM

result1 31.7759 0.9881
result2 28.3729 0.9775
result3 33.6097 0.9906

(a) (b) (c) (d)

Figure 5: Comparison between the results of the second input image

Table 5: Comparison between the results of the second input image
Comparison pairs

original image processed image PSNR SSIM

result1 33.4588 0.9877
result2 30.3733 0.9811
result3 34.4460 0.9917

(a) (b) (c) (d)

Figure 6: Comparison between the results of the third input image

4 Conclusion135

The image combining the processed low-frequency component and processed high frequency compo-136

nent has better performance than the image combining the processed low-frequency component and137

the intersection.138
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Table 6: Comparison between the results of the third input image
Comparison pairs

original image processed image PSNR SSIM

result1 33.1890 0.9825
result2 28.0923 0.9582
result3 31.9852 0.9782

The Meitu Software API makes the skin smoother, preserves the detail of the hair and the mouth, but139

loses the skin texture.140

High/Low Frequency Skin Processing makes the skin smoother, preserves the detail of the hair and141

the mouth, and preserves the skin texture.142

The combination of the Meitu Software API and the high frequency component generally makes the143

image looks more natural while preserving the detail of the hair, the mouth and the skin texture.144

The skin of black people may not achieve the expected result because of the high contrast between145

the skin and the highlight area and their strong skin texture.146
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